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Abstract—A robust and efficient algorithm to recognize
handwritten Bangla (Bengali) characters in machine-printed
forms is proposed. It is based on the combination of gradient
features and Haar wavelet coefficients. The gradient feature
is used to capture local characteristics, and for its sensitivity
to the usual deformation and idiosyncrasy of handwritten
characters, wavelet transform is used for multi-resolution
analysis of character images. Such a strategy with combined
features captures adequate global characteristics in different
scales. Two feature-combination schemes are devised and tested
on test images of 4372 instances of 49 characters and 10
numerals, after being trained by a set of 59×25 = 1475 images.
Finally, a k-NN classifier is used for the character recognition,
which shows 87.65% and 88.95% recognition accuracies for
the two schemes.

Keywords-Handwritten character recognition; form process-
ing; Haar wavelet; multi-resolution analysis; k-NN classifier.

I. INTRODUCTION

The basic hurdle in any form processing system is in
recognizing the handwritten characters contained in the
form. Several works have been done on the recognition of
English handwritten characters. Softwares are also available
to process forms filled up in English language. But no
significant work or software is noticed till date to process
forms filled up in Bengali (also called ‘Bangla’) language,
which is the one of most spoken-and-written language in
India (ranking 2nd, with Indian speakers’ percentage 8.11%,
according to 2001 census).

The challenge in handwritten character recognition is
mainly caused by the large variation of individual writing
styles [11]. Hence, robust feature extraction is very impor-
tant to improve the performance of a handwritten character
recognition system. Again, the difficulty with Bengali char-
acter recognition is the large number of classes that exist
in Bengali. There are 10 numerals, 49 basic characters, and
more than 150 compound characters present in this language.
Added to this, the presence of vowel modifiers complicate
things to a large extent.

Many feature have been developed in the last few decades.
M. Shi et al. [12] studied the use of gradient and curvature
of gray-scale character images to improve the recognition

accuracy. They presented three procedures to estimate the
curvature of gray-scale curves, based on curvature coeffi-
cient, bi-quadratic interpolation, and gradient-vector interpo-
lation. They composed a feature vector of the gradient and
the curvature by simple concatenation and cross product.
Results show that the direction of gradient is necessary
for shape discrimination and the composite features by
the cross product to achieve a higher recognition rate. S.-
W. Lee [7] utilized the coefficients of wavelet transform as a
feature for character recognition. They suggested that char-
acter images of different resolutions characterize different
structures of the character. This method actually denotes
a global feature in multi-resolution analysis. G. A. Fink
et al. [4] have proposed an online Bangla handwriting
recognition that considers cursively written words instead
of isolated characters. It uses a sub-stroke level feature
representation of the script and a writing model based on
hidden Markov models. Mane and Ragha [9] have proposed
an elastic image matching technique for recognition of off-
line isolated English handwritten digits by matching against
a sequence of templates. During pre-processing, it reduces
some undesirable variability by filtering, normalization, seg-
mentation, etc.; template matching is based on Euclidean and
Mahalanobis similarity measures.

In this paper, we propose a hybrid technique based on
gradient feature and coefficients of wavelet transform for
recognition of characters inside a form. Generally speaking,
the gradient feature represents local characteristics of a
character image properly, but it is sensitive to the defor-
mation of handwritten characters. And the gradient feature
becomes more and more vulnerable with the increasing
deformation and idiosyncrasy typically found in a Bengali
handwriting. On the contrary, the wavelet transform rep-
resents the character image for multi-resolution analysis
and keeps adequate global characteristics of a character
image in different scales. Hence, in order to improve the
discriminating power of a feature, it is better to compose
local and global characteristics into a combined feature.
We have conducted experiments on the recognition of basic
Bengali characters to evaluate the performance of our two
schemes based on 1-NN classifier. And the accuracies are
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Figure 1. Left: A sample handwritten form with machine-printed boxes containing handwritten characters. Right: Segmentation of handwritten characters
by our algorithm.

found to be 87.65% and 88.95%, which is quite encouraging.
The rest of the paper is organized as follows. Section II

describes the preprocessing and extraction of characters from
handwritten forms. Section III describes the generation of
combined features in detail. Section IV briefs the character
recognition using 1-NN classifier. Experimental results are
given in Section V and the concluding notes in Section VI.

II. PREPROCESSING OF FORMS

The initial task in any form processing system is to
scan the hard-copies of forms to produce gray-scale digital
images. An example of scanned form used in our exper-
imentation is shown in Fig. 1. The gray-scale image is
converted into a binary image, since the handwritten data is
independent of the color of the ink used to fill up the form.
We have used Otsu’s binarization method [10] to convert
gray-scale images into their binary forms.

A. Form Segmentation
The form segmentation is first performed by us on the

aforesaid binary image to yield a form that contains hand-
written characters inside the form. The printed lines and
characters inside the form are deleted to get an image
consisting of only handwritten characters. For this purpose,
morphological closing and opening operations are performed
using different structuring elements to detect broken charac-
ters, broken lines, horizontal and vertical lines, etc.

B. Character Segmentation
There are three zones in a Bengali character: top, middle,

and lower. The upper baseline demarcates the separating
line between the top and the middle zones, whereas the
lower baseline demarcates that between the middle and
the lower zones. Precise segmentation of these zones is
done for extraction of basic characters. First, the three
zones are identified using morphological opening operation,
and uppermost and lowermost elements are segmented. The
major task is to detect and segment middle-zone elements.
This is done by an intelligent vertical scan starting from
the lower baseline of each character. While scanning, each
pixel along the scan line is marked as ‘visited’. If the scan
encounters any obstruction (object pixel) in its path, then
it moves either left or right depending on the type of the
neighbor pixel. The scan stops when both the right and the
left pixels are already ‘visited’, and then a new scan starts
from the next position from the lower baseline again. During
the scan, the instantaneous vertical distance from the lower
baseline is computed, and if the vertical distance is found to
exceed the median height of the handwritten character set,
then a cut is performed vertically. The algorithm for vertical
scan is as follows.
begin
Var: LP = left (90 ◦ w.r.t. vertical) neighboring pixel
Var: RP = right (90 ◦ w.r.t. vertical) neighboring pixel
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Figure 2. Vertical scan (shown in red) done by our algorithm to delete
vowel modifiers.

1: for each row
2: for each column
3: x← 1

4: move upward from an unvisited pixel at baseline
5: if a pixel p is unvisited & white
6: then mark p as VISITED; x← x+ 1
7: else look at LP
8: if LP is WHITE

9: then move upward and goto Step 8
10: else look at RP
11: if RP is WHITE

12: then move upward and goto Step 8
13: else if (x ≥MedianHeight)

14: then make a vertical cut (segmented)
end

The cut separates the basic character from the vowel
modifier as shown in the Fig. 2. After the middle zone basic
characters are separated, those are sent to the recognizer
engine for classification and editable production.

III. FEATURE EXTRACTION

The feature extraction stage consists of three major steps:
gradient computation, wavelet transform, and feature com-
bination, which are explained below.

A. Gradient Computation
The gray-scale image of each handwritten character is

normalized into 64 × 64 size. The Sobel gradient opera-
tors [5] are then used to compute the gradient. The Sobel
operators are two 3 × 3 weighted masks to compute the
gradient components in horizontal and vertical directions
(Fig. 3). Two gradient components at (i, j) are computed
as
gv(i, j) =+f(i− 1, j + 1) + 2f(i, j + 1) + f(i+ 1, j + 1)

−f(i− 1, j − 1)− 2f(i, j − 1)− f(i+ 1, j − 1)

and
gh(i, j) =+f(i− 1, j − 1) + 2f(i− 1, j) + f(i− 1, j + 1)

−f(i+ 1, j − 1)− 2f(i+ 1, j)− f(i+ 1, j + 1).

The gradient strength and direction are computed as

G(i, j) =
√
g2v(i, j) + g2h(i, j), θ = arctan

gv(i, j)

gh(i, j)
. (1)

−1 0 1
−2 0 2
−1 0 1

1 2 1
0 0 0
−1 −2 −1

Figure 3. Sobel operators. Left: vertical; Right: horizontal.

Figure 4. A Bengali character represented by eight direction codes
(0, 1, . . . , 7), with the ’0’ information omitted (white fields inside) for sake
of clarity.

The direction of gradient is divided into eight equi-length
ranges: [0◦, 45◦), [45◦, 90◦), . . ., [315◦, 360◦). These eight
directional ranges are mapped to eight direction codes,
which are integers starting from 0 ([0◦, 45◦)) and ending
at 7 ([315◦, 360◦)). Figure 4 shows a basic Bengali character
represented by these direction codes obtained by the Sobel
gradient operators.

B. Wavelet Transform

Wavelet transform (WT) can be regarded as a transfor-
mation that maps a signal to the multi-resolution repre-
sentation [8]. The coefficients of wavelet transform for a
character image give us a scale-invariant representation in
multi-resolution analysis. The continuous wavelet transform
(CWT) decomposes f(t) by a set of basic functions, namely
ψa,b(t), called wavelets. Mathematically, a wavelet is de-
fined as ψa,b(t) = 1√

a
ψ
(
t−b
a

)
. And we define a wavelet

transform as

W (a, b) =

∫
t

f(t)
1√
a
ψ

(
t− b
a

)
dt (2)

where a represents the scale factor and b represents the
translation factor. For every (a, b), we have a wavelet
transform coefficient W , representing how much the scaled
wavelet is similar to the function f(t) at t = b/a.
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Level 3 Level 2 Level 1 original
Figure 5. An example of wavelet transforms for a character image up to
Level 3.

In the proposed work, we have used Haar wavelet as it is
easy to implement and low computational cost. Haar wavelet
is defined as

ψ(t) =


1 if t ∈

[
0, 12
)

−1 if t ∈
[
1
2 , 1
)

0 otherwise
(3)

The character image was decomposed using Mallat’s
pyramid algorithm [8]. An example of Level-3 wavelet
transform of the first basic Bengali handwritten character
image is shown in Fig. 5.

C. Feature Combination

Two feature combination schemes are developed and
tested by us. Their brief overview is given below.

Combination Scheme 1. Each character image (binary and
normalized, as mentioned in Sec. III-A) is decomposed up to
Level 3 using Haar wavelet. The character image is divided
into 8× 8 = 64 blocks, each block containing 8× 8 pixels.
The directions corresponding to each of these 64 blocks are
computed. We get 8 direction values for these blocks (as
explained in Sec. III-A). We further reduce them from 8
to 4 directions in total, by considering d = d mod 4 so
that the larger between two opposite directions, namely d
and d mod 4, map to the smaller between them; i.e., 0 and
4 are mapped to 0 only, 1 and 5 mapped to 1 only, and
so on. Thus, finally we get 4 direction codes for these blocks;
and as there are 64 blocks, we get a total of 64 × 4 =
256 features. The coefficients of Level-3 Haar wavelet are
directly used as the features without any further operation.
There are 64 coefficients in total for Level-3 Haar wavelet
transformation. Hence, the total feature size in Scheme 1
becomes 256 + 64 = 320.

Combination Scheme 2. Scheme 2 is similar to Scheme 1
in its feature domain. The difference is that Scheme 2 only
adds the coefficients of Level-2 Haar wavelet transformation
directly along with the 320 features used in Scheme 1.
Hence, Scheme 2 contains the following features inside a
feature vector: (i) the direction ranges mapped to 4 direction
values: {0, 1, 2, 3}, and so we get 4 × 64 = 256 features,
along with 16 × 16 = 256 Level-2 Haar coefficients and
8× 8 = 64 Level-3 Haar coefficients. Hence, the total size
of feature vectors in Scheme 2 is 256 + 256 + 64 = 576.

Table I
SUMMARY OF TEST RESULTS.

Feature set Dimension Time (in secs.)
Scheme 1 320 2.8650
Scheme 2 576 4.3107

IV. CLASSIFICATION

The classification of feature vectors is conducted by using
1-NN (nearest neighbor) classifier. In case of a tie, we use 3-
NN (and 5-NN for a tie in 3-NN) classifier. For a tie in 5-NN
classifier, the character is left as unclassified. Let the training
set of feature vectors whose classes are known a priori, be
V = {v(j)

i | i = 1, 2, 3, . . . , nj ; j = 1, 2, 3, . . . ,m}, where
v
(j)
i denotes the ith test vector that belongs to Class Cj , nj

is the number of training vectors from Cj , and m denotes
the number of classes. For 1-NN, an input test vector x is
classified to Class Ck according to the following decision
function:

x ∈ Ck if ||x− vk
i ||

1
2 = min

1 6 i 6 nj

1 6 j 6 m

||x− vj
i ||

1
2 , (4)

where ||x − vj
i ||

1
2 denotes the Euclidian distance between

the test vector, x, and the training vector, vj
i . The database

characters are used to prepare the training samples. The clas-
sification produces reasonable accuracy in Bengali character
recognition.

V. EXPERIMENTAL RESULTS

We have prepared our own database of basic Bengali
character set using random handwriting samples of people
around, capable of writing the basic language in forms.
The number of Bengali alpha-numeric characters used for
training is 49, each having samples of 25, thus giving the
total number of characters in training data set as 59× 25 =
1475. We have conducted experiments to demonstrate the
performance of the proposed form processing scheme. Both
the computational cost and the recognition accuracy of
Bengali basic character set have been tested on our test data
sets. With the aforesaid training set, the test set consists of
4372 instances of alpha-numeral characters. There are 83 to
112 characters in each form, and 46 forms in total in this
test set.

A. Computational Cost

We have estimated the computational time of processing
and extracting features from characters and the classification
time. Our CPU is Core 2 Duo 2.67 GHz with 1024 MB
RAM. The results are shown in Table I. The computational
time shown in the 3rd column is the total time for processing,
feature extraction, and classification for 59 alpha-numeric
characters.
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Figure 7. Recognition rates of different characters in Dataset 1 using
Scheme 1 and Scheme 2.

Figure 8. Recognition rates of different characters using Scheme 1 on
Dataset 2.

B. Recognition Accuracy Experiment

The performance of our algorithms in terms of recognition
accuracy is shown in the Fig. 7. The average accuracies of
Scheme 1 and Scheme 2 are 87.65% and 88.95% respec-
tively.

The accuracy of the experiment can be further increased
by increasing number of sample characters in the database.
We have taken a total of 50 samples for each of the 34 basic
characters. So, the total number of samples in the database
for this stage of experimentation is now 34×50 = 1700. It is
quite encouraging to see that the detection rate is appreciably
high even when we have taken feature vectors of length 320,
i.e., Scheme 1. The plots showing recognition accuracies are
presented in Fig. 8. As evident from these plots, the average
accuracy in some cases is around 95%, which tells about the
strength of the feature set used by us.

After the characters are classified, we have converted them

into respective Unicodes to produce the editable version of
the form. The Unicode for the data fields can be used for
further processing of the form.

VI. CONCLUSION

A fully data-driven and automatic model has been built,
the novelty of which lies in the feature extraction. We have
also proposed a handwritten character recognition method
based on the combination of gradient feature and coefficients
of wavelet transform. Wavelet transform has been used
for the past two decades for various image processing
jobs. However, its application to classification meant for
Bengali handwritten character recognition is a new idea.
Two feature combination schemes are proposed in this paper.
The proposed handwritten character recognition is used to
convert the handwritten forms into editable forms using
the preprocessing and character extraction and classification
techniques discussed. The result of the recognition accuracy
is quite encouraging for the handwritten Bangla forms. Our
detailed experimentation indicate the following.

1) The direction feature serves quite well as the dominant
characteristic in an image—scaled down to a signifi-
cant amount—for handwritten character recognition.

2) The combination of local gradient feature and global
feature is feasible and useful to improve the recogni-
tion accuracy.

3) For large pattern recognition tasks with wide feature
variation in the test set—in our case, for the purpose
of character recognition in handwritten forms, it is a
better way to compose features of different scales into
a feature vector to overcome the difficulty caused by
the large variations of visual patterns.
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