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The 1000x Challenge

1000x explosion of wireless traffic by 2020*

* Compared to 2012: www.qualcomm.com/1000x

Uncompressed video streaming

Kiosk-to-mobile file sync

5G mobile broadband 

access

Wireless data centers

Figure 5: A 60GHz link in our data center.

 0
 5

 10
 15
 20
 25
 30
 35
 40
 45

0 6 12 18 24

S
N

R
 (

d
B

)

Time (hrs)

 0

 200

 400

 600

 800

 1000

0 6 12 18 24

T
h
ro

u
g

h
p

u
t 
(M

b
p
s
)

Time (hrs)

Figure 6: SNR and TCP are stable for 24 h in a data center.

an aisle (Figure 5). We ran a long-lived TCP flow (using

iperf) for 24 hours across two normal workdays, measuring

throughput and SNR information every second. During the

last 5 minutes of the simulation, one of the authors repeat-

edly walked under the link.

Figure 6 shows the link SNR and TCP throughput over

the 24 hour period. TCP throughput achieves the full 1 Gbps

rate provided by the Vendor A equipment. We see almost no

variation. In fact, none of the 1s RSSI samples was off the

average by more than 0.1 dB. The throughput curve shows

that all the end-to-end components, not just the wireless link,

are stable as perceived by the application. Even in the last

five minutes, there is no variation in the throughput.

To provide a counterpoint to these results, we set up a link

with the same hardware, but at 3 feet above the ground. We

then walked across it. Figure 7 shows the resulting variation

due to line-of-sight obstruction.

These results show that in a typical DC, line-of-sight 60GHz

links set up at rack height provide stable performance.

3.4 Interference (Spatial reuse)

So far, we have studied wireless link properties in isola-

tion. However, our system will require multiple flyways to

be active simultaneously. Interference between flyways must

then be mitigated for good performance. This can be accom-

plished in a number of ways: by using multiple channels, by

using directional antennas at both the sender and the receiver,

and by carefully controlling which flyways are activated. We

use all these techniques in our system design, but the bulk of

interference mitigation happens due to directional antennas.

We now run an experiment to show that directionality en-

ables good spatial reuse in a small space.

We configured two parallel links using Vendor A devices

equipped with NB antennas. Recall that these links use fre-

quency division to support bidirectional communication; we

configured the links so that nodes facing in the same di-

rection used the same frequency to maximize interference.

We separated source and destination by a fixed 85 inches to

mimic the width of an aisle, and varied the separation be-

tween the links in small increments. At each position, each

source sends a greedy TCP flow to its destination. The cumu-

lative throughput, shown in Figure 8, indicates whether the

two links interfere with each other. Note that this prototype

hardware has no MAC and uses no physical- or link-layer

backoff. We see that parallel links closer than 24 inches in-

terfere, but directional antennas enable them to coexist per-

fectly with slightly more separation. Note that 24 inches is

about 1 rack wide, and with 3 available 802.11ad channels,

a large number of flyways can operate simultaneously.

These results show that directional antennas can isolate

links and enable spatial reuse.

3.5 Signal leakage

A concern with using wireless in a data center environ-

ment is that the signal may leak outside the data center and

be picked up by an attacker. To show that this concern is

unfounded, we ran the following experiment. We set up a

60 GHz link using Vendor A devices. The devices were set up

about 6 inches apart. We then inserted a variety of obstacles

in between the devices. The attenuation due to various mate-

rials is shown in Figure 9. We see that common construction

materials such as wood, glass and metal significantly attenu-

ate the signal by a large margin. Coupled with normal free-

space attenuation, this margin makes it very unlikely that the

signal can be decoded outside the data center, even with a

highly directional antenna.

3.6 Power consumption

Our experimental Vendor A devices consume 25 Watts of

power. Several startups report devices that consume at most a

few Watts [24, 27]. As a typical server rack draws thousands

of watts of power, a few additional wireless devices per rack

increase consumption by a negligible fraction.

3.7 Summary

We used measurements of real 60 GHz devices to char-

acterize 60 GHz links in data centers. We found that link

quality and performance are stable in this line-of-sight envi-

ronment. The use of directional antennas effectively negates

the impacts of multi-path and mitigates interference to en-

able spatial reuse.

4. 60GHz PERFORMANCE AT SCALE

We must rely on simulation to study the performance of

many 60 GHz links in the data center. To do so with confi-

dence that our simulations are a good reflection of reality, we

base wireless effects directly on the physical layer measure-

ments we took in (§3) and the WiGig/802.11ad PHY and

MAC design [32]. We will also release our code after the

TPC meeting.1

1To preserve anonymity.
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New Opportunity at 60 GHz

Standardization activities

Challenges:

Attenuation: 60 GHz link has 28 dB worse SNR than Wi-Fi link

Directionality: super-narrow beamwidth---new challenges in link 

establishment and maintenance

Large unlicensed spectrum at 60 GHz millimeter-wave band

~70x wider bandwidth compared to typical LTE

IEEE 802.11ad, IEEE 802.15.3c, 

ECMA-387

~7Gbps of bit-rate



IEEE 802.11ad for 60 GHz Wireless LAN

Enabling tech: flexible beams

Electronically steerable beams

Real-time beam-steering (latency < 40 ns)

Hybrid MAC layer

Allows TDMA and contention-based 

scheduling

Miniaturized phased-array antenna

16x16 phased-array



Profiling Indoor 60 GHz Networks

State-of-the-art measurement and modeling

Microscopic link-level measurement of 802.11ad-based 60 GHz 

indoor networks, using a custom-built 60 GHz software-radio

Networking: transport/application layer measurement using 

COTS 60 GHz devices

Communications: simulation and analytical/empirical model

Limitations

Does not capture sophisticated channel dynamics

Many open issues in MAC/PHY layers

Our Contributions

Clarifying open issues and unveiling new set of challenges

Hint towards new design principles for robust 60 GHz links



Methodology

Custom-built 60 GHz software-radio 

Reconfigurable 

transmitter/receiver and 

60 GHz sniffer

Monitoring dynamic 

scenarios where link 

outage becomes norm

Measuring 60 GHz links’ performance

Emulating 802.11ad protocol stack with accurate timing parameters

Measuring RSS, bit-rate and throughput with adaptive beam pattern

Programmable w.r.t. 

output power, beam 

patterns and signal 

waveforms



Measurement Outline

Profiling single static link

Spatial reuse between highly directional links

Coverage with directional beams, effect of FCC regulation

Key factors that affect link attenuation models

Link behavior under environment dynamics

Overhead of beam-searching, discovery latency

Effectiveness of beam-switching under channel dynamics

Multi-link spatial reuse
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Profiling Single Static Link

Line-of-Sight links

Theoretical attenuation model (Free-space model) is accurate 

under: 

Short distance

High antenna deployment

Narrow beams

Less multipath!



Profiling Single Static Link

Line-of-Sight links: MIMO link

Is 60 GHz MIMO link feasible?

2x2 MIMO, ideal gain=2

Marginal gain at short-distance

New challenge for 60 GHz MIMO!



Profiling Single Static Link

Non-Line-of-Sight links

Room-level coverage is feasible even with 180 degree beam

Beyond room-level

coverage with narrow 

beam (3.4 degree) is 

comparable to Wi-Fi!

Coverage not so bad!



Profiling Single Static Link

Scalability of rate and range with beamwidth

Radiation power is limited by 

FCC rules

Non-linear rate-range scaling in 

LOS with beamwidth due to 

power limitations



Measurement Outline

Profiling single static link

Coverage with directional beams, effect of FCC rules

Key factors that affects link attenuation models

Link behavior under environment dynamics

Overhead of beam-searching, discovery latency, link asymmetry

Effectiveness of beam-switching in presence of dynamics

Multi-link spatial reuse

Spatial reuse between highly directional links



Impacts of Directional Beam-Searching

Overhead of beam-searching

Beam-searching is a must

Beam-searching overhead is still 

quadratic with # directions

Beam-searching in 802.11ad 

comprises of 3 steps



Impacts of Directional Beam-Searching

Asymmetric link performance

210 Mbps of higher 
throughput in downlink!

Channel is reciprocal, but beams 

can be asymmetric

Large throughput asymmetry 

between down- and up-link in 

presence of human blockage and 

movement

A consequence of interaction between phased-array 

beamforming and environment dynamics.



Impacts of Directional Beam-Searching

AP discovery using quasi-omni beams

Sparse clustering even with 

omni transmitter

AP transmits beacons through quasi-omni beams to improve 

coverage and reduce beaconing overhead

Sparsity of 60 GHz signals in indoor environment renders it 

ineffective

Sparse channel and mobility causes long 

AP discovery latency.



Is Beam-Switching Effective during Blockage?

Switching between beamwidths

Switching to quasi-omni beam when blocked and to narrow 

beam when blockage disappears

Experiment with 3.4-degree narrow beam and 19.2-degree 

quasi-omni beam



Is Beam-Switching Effective during Blockage?

Steering beam directions

Effectiveness is measured in terms of normalized change in 

throughput before and after blockage

Steering effectiveness depends on environment 

types, blockage position and operating beamwidth



Beam-switching during blockage and motion

One solution does not fit for all dynamics

Hint for robust 60 GHz link design: Sense the link 

dynamics and adapt beams accordingly.

Beamwidth adaptation is more effective during device motion

Beam-steering performed better during human blockage



Measurement Outline

Profiling single static link

Spatial reuse between highly directional links

Coverage with directional beams, effect of FCC rules

Key factors that affects link attenuation models

Link behavior under environment dynamics

Overhead of beam-searching, discovery latency, link asymmetry

Effectiveness of beam-switching in presence of dynamics

Multi-link spatial reuse



Spatial Reuse Between Static Links

Spatial reuse factor

Result: only 80% of 

the cases 𝛽 = 2

A metric to evaluate how many 

number of concurrent links can be 

packed in a given area

Ideally narrow beams should enable 

𝛽 ≈ 2

High directionality doesn’t mean interference free!



Spatial Reuse Between Static Links

Impact of side lobes of phased-array beams

Experimented links using 30 

degree beamwidth w/ and w/o 

sidelobes

Reuse factor can degrade by 

6 ~ 25% resulting in 250 

Mbps to 700 Mbps 

throughput drop!

Side-lobes: generated by phased-

array

Existing modeling use fan-shape

to represent beams: over-

estimation of spatial reuse

Phased-array directionality is imperfect!



Spatial Reuse Between Dynamic Links

Performance of interference-aware scheduler

802.11ad AP builds conflict graphs to help multi-link scheduling 

and spatial reuse 

Dynamic links cause frequent conflict graph change, and huge 

scheduling overhead

1.4 Gbps higher 
throughput!

Better isolate mobile links in MAC scheduling!



Summary

A microscopic evaluation of flexible-beam based 60 

GHz indoor networking unveiled many new challenges 

overlooked by previous measurement studies

A robust 60 GHz indoor networking requires new design 

principle that are unavailable in current standards

Open issues in 60 GHz wireless networking

Efficient beam-searching algorithm

Efficient AP discovery

Spatial reuse via beam scheduling/adaptation

Mitigate human blockage and device motion issues for 

robust indoor 60 GHz



Thank you!

Wisconsin Millimeter-wave Software Radio (WiMi) 

http://xyzhang,ece.wisc.edu/wimi



Backup slides


